
CLIP - Contrastive Language-Image Pretraining

General Info:

● OpenAI - 2021
● Multimodal (Image → Text)

○ One of (if not) the first model
○ Late fusion approach

● (very) Good paper

Claimed Advantages (compare to ResNet-50 - CNN):

● Match ResNet50 performance
● + Generality - zero-shot 30 different datasets
● + Scalability 



● Dataset: 
○ WebImageNet (WIT): open-source internet-search with queries - 400Mil 
○ Reference - ImageNet has ~15Mil
○ Train from scratch

● Architecture (for pretrain): 

● Loss function for batch of N pairs:
○ CE log(cosine (dis)similarity of NxN) 
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1. Text representation



CLIP - Contrastive Language-Image Pretraining

2. Text Encoder
→ Transformer architecture + Linear



3. Image Encoder

● Candidate 1: ResNet50 with attention-pooling
○ 3 sizes: 4x, 16x, and 64x 

● Candidate 2: ViT (2020)
○ 3 sizes: ViT-B/32, ViT-B/16, ViT-L/14
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Result (zero-shot)
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Result (both linear probe)



● Limitations:
○ Not yet beats SOTAs with just baseline model
○ Bad at fine-grained classification tasks, abstract and systematic tasks
○ Learning social bias from dataset
○ Out-of-distribution problem
○ No available dataset for image captioning at the time

● Personal critics:
○ Bag-of-words and Winogrounds (link)
○ Modality overpower
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https://arxiv.org/pdf/2204.03162


General Info:

● DeepMind - NeurIPS 2022 
● Multimodal 

○ Image + Video (partial) ↔ Text
○ Frozen modules

● Designed for few-shot learning tasks

Flamingo - Multimodal Few-shot Learning
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pretrained and frozen
Using contrastive text-image data
NormalizerFree ResNet (NFNet) - F6



Flamingo - Multimodal Few-shot Learning

- pretrained and frozen: 
Transformer decoder

- From scratch: gated 
cross-attention dense - with 
tanh(a) gating mechanism






